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Platforms face the challenge of managing toxic behaviors such as flaming, hateful remarks, and 
harassment. To discipline their users, platforms usually adopt a punitive approach that issues punishments 
ranging from a warning message to content removal to permanent ban (PB). As the severest punishment, 
PB deprives the user of their privileges on the platform, such as account access and purchased content. But 
little is known regarding the experiential side of PB within the user community. In this study, we analyzed 
PB in League of Legends, one of the largest online games today. We argue that what PB does is not 
precisely to discipline players into well-behaved community members. Rather, PB functions to produce the 
stereotype of “the most toxic player” in the community and is best seen as a platform rhetoric. We further 
discuss the need to contextualize toxicity from the restorative lens.   
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1 INTRODUCTION 

Moderation describes the practice online platforms engage in to curb rampant disruptive 
behaviors such as flaming, harassment, and hate speech. Moderation includes a series of 
coordinated mechanisms such as platform policies and technical procedures to enforce them 
such as flagging, aggregation of flags, adjudication, and punishment [31]. Moderation often 
borrows from legal practices [70], and mimics a legal process composed of several steps: First, a 
user’s behavior is flagged, and a moderation system adjudicate on the flagged behavior. The 
user, once convicted by the moderation system, receives punishment of various forms ranging 
from post removal [39] to permanent ban (PB) [48]. Coincidentally, the recent wave of account 
suspensions of the U.S. President Donald Trump from multiple major social media sites [14] 
highlights the contentious nature of account suspension. 

While recent years have seen a surging body of research on moderation, examining 
moderation tools (e.g., [38,40]), and moderator experiences (e.g., [17,56,81]), punishment as the 
last step of moderation has rarely been at the analytic focus of the moderation literature, with a 
few exceptions (e.g., [37,39]). Punishment, however, is no simple matter. It is a retributive act 
that seeks to inflict deprivation on the person being punished [3]. Punishment on online 
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platforms manifests as a form of deprivation of privileges to punished users, and a threat of 
deprivation to others. PB is usually the universal and ultimate form of punishment that 
platforms carry out against their users. Although the goal of punishment is often proclaimed to 
discipline, so that individuals can internalize and behave to the normative expectations of 
community norms and platform rules, little is known regarding the actual experiential 
implications of PB. In addition, the criminal justice literature suggests that even with justified 
conviction and sentence, the same punishment could inflict deprivations of different severities 
and experiences among different people [43]. 

Existing challenges and controversies related to online moderation amount to the urgent 
need of investigating how users themselves experience PB and what is the disciplinary effect of 
PB and reflecting on whether and how PB should remain as the ultimate punishment in 
moderation, as well as who can make such moderation decisions. These important questions 
motivate us to undertake a project unpacking users’ subjective experience with PB. Specifically 
in this paper, we present an empirical study of PB in League of Legends (LoL), one of the most 
popular online games. The game uses PB against toxic players it deems to have severely violated 
its terms of service and code of conduct. Toxic behavior refers broadly to user behavior that is 
“socially unacceptable and disrupt other people’s online experience” [49]. Common types of 
toxic behaviors include harassment, racial slur, personal attack, flaming, and hate speech. (In the 
rest of the paper, we use toxic and disruptive interchangeably.) We collected 197 player 
discussion threads from the ‘/r/leagueoflegends’ subreddit, one of the largest LoL-specific online 
forums with more than five million subscribers. 

We draw from the notions of discourse and discursive field to frame LoL players’ experiences 
with PB. Discourse is “made up of a limited number of statements for which a group of 
conditions of existence can be defined” [21]. Discourse is a relatively stable system of language 
that determines possible speech acts by people in a discursive field [21]. A discursive field 
consists of “competing ways of giving meaning to the world and of organizing social 
institutions and processes” [79]. When players make concrete speech acts, such as expressing 
support for or opposition against PB, their speech acts are governed by discourses.  

Through a combination of thematic analysis [6] and discourse analysis [26], we identified 
five distinct player discourses centered on PB: PB as retribution, as community purification, as 
platform economy, as recirculation, and as black box. These different discourses converge at 
associating PB with the “most toxic players,” but diverge at PB’s nature and effects. These 
varying and even contradicting framings of PB reflects the complexity of discipline and 
punishment at the intersection of community moderation and video gamers’ culture of toxic 
meritocracy [61]. PB remains relevant to player experience, but its intended role as a 
disciplinary device is deconstructed and mythicized within the player community. PB regresses 
towards a platform rhetoric. The existing use of PB reflects a retributive framing of toxicity that 
unifies toxic behavior, account, and player, which should be viewed as distinct constructs with 
overlapping meanings. This analysis of PB, the severest form of punishment, points to a larger 
question of how to redesign the current punitive logic of moderation systems, which aligns with 
the growing attention to restorative and participatory values within HCI and CSCW 
[2,10,68,69]. 

The present study makes several contributions to the HCI and CSCW literature including: 1) 
empirical findings can bring detailed documentation of moderation and provoke new ways of 
moderation design; 2) conceptual insights could deepen understanding of effective and 
sustainable game moderation (sustainable is construed in consideration of toxic meritocracy); 3) 
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broadened understandings of online moderation could bring more scholarly attention to 
punishment in existing moderation literature, especially since punishment is often overlooked 
in the past. 

2 RELATED WORK 

We first draw from Michel Foucault’s work on discipline and punish to discuss the core terms 
and theoretical considerations to be referenced in the rest of the paper. We then review the 
existing moderation literature with a focus on existing discussions of punishment. Lastly, we 
review existing literature on toxic behaviors in online games. 

2.1 Discipline and Punish: From Prison to Platform 

Michel Foucault’s ideas about discipline, punishment, and power in his book Discipline and 
punish: The birth of the prison [22] provide primary theoretical underpinning for this analysis. 
Prior to the eighteenth century, punishments were orchestrated spectacles, involving torture or 
bodily dismemberment in front of the public, so as to induce fear and terror in subjects and 
manifest the power of the sovereign.  

Prison was later reimagined as a form of punishment because of the origin of the idea of 
discipline. Discipline refers to the whole of social and technological means that have been 
developed and maintained to monitor and control the body’s operations. The disciplinary power 
exercises three primary techniques including hierarchical observation, normalizing judgment, 
and examination. In modern prisons, inmates are disciplined through an expansive range of 
means, such as timetables to regulate their time and sense of time, cellular architectures to 
individuate them, and prison guards’ observation and instructions. The imprisonment is 
rationally calculated based on type and severity of crime. The purpose of prison is not to punish 
them physically, but to shape their minds, reproducing them as obedient subjects, or “docile 
bodies.” In so doing, the prisoners are considered reformed and normalized. Not all prisoners can 
be reformed. Those who can are considered delinquents, a category that the prison is to produce 
in order to justify its existence. Actions of discipline, surveillance, and analyses and experiments 
of individuals lead to knowledge about people, or the modern human sciences. 

Prison is not the only social institution for disciplinary purposes. It is part of the web of 
power relations permeating society, complemented by other social institutions such as hospitals, 
schools, factories and military camps. Foucault used Bentham’s panopticon, a famous type of 
prison, to exemplify the disciplinary power. The point of panopticon is to put the individuals 
under constant surveillance so that every individual acquires a permanent awareness of being 
monitored, regardless of the actuality, and self-discipline. To further highlight the shift to 
surveillance as the latest mode of discipline, Foucault claimed that “Our society is one not of 
spectacle, but of surveillance” [22]. The pervasive and totalitarian discipline gives rise to the 
neoliberal self in modern societies. People are no longer just collectives. Through the process of 
individualization, they are transformed into individuals who must take care of and be 
responsible for their own minds and deeds [23]. 

Foucault’s ideas have been among the underpinnings for contemporary theorizations of 
discipline and punish on platforms like Facebook, Twitter, and Reddit. At the macro-scale, 
scholars have pondered the entangled state of online platforms and global capital. Terms such 
as “surveillance capitalism” [83] seek to describe how online platforms function as modern 
institutions to structure individuals’ experiences, monitor and more importantly produce data 
about their behaviors, (known as datafication,) and commodify such data and associated 
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analysis and prediction. Behavioral economics are deliberately integrated into platform design 
to maximize datafication and thus profitability [30,67]. The notion of surveillance capitalism 
aligns with Foucault’s panoptic surveillance well: interconnected platforms such as Google and 
Facebook are already sufficiently integrated into people’s everyday work and life, putting 
people under constant and seamless surveillance. It is unsurprising if one encounter a relevant 
ad on Facebook immediately after they have finished a relevant search on Google. Specifically, 
Zuboff pointed to how platforms have reinvented their users as merely data producers and 
shifted focus on the human data market [83]. This characterizes the rampant growth and data 
harvesting of online platforms which have received limited regulations in the past, although 
there have always been concerns about privacy and surveillance [16,24]. 

Platforms are not precisely prison-like institutions that execute the power of the sovereign. 
Rather, they are primarily corporate actors that compete in a marketplace of platforms and seek 
to maximize their revenue and profit. Discipline still happens invisibly, but the purpose seems 
to be transforming users into neoliberal individuals. Some argue that social networks seek to 
reproduce people in favor of the “neoliberal culture of performance” [10]. Others seem how 
users are transformed into productive data generators, who constantly engage with the web of 
platforms. Platforms like Facebook could govern individuals’ mediated social interactions and 
social life and discipline individuals into biopolitical producers whose labor in such forms as 
interactions and content can be captured for profit [70]. Individuals also become increasingly 
reliant on Facebook as the central place for the accumulation and maintenance of social capital. 
Regulation of social interaction, as Schwarz continued [70], is inseparable from its exploitation, 
because certain users’ conduct might threaten profits. The main punitive technology is 
exclusion, in forms like content removal and account deletion. The threat of these punishments 
is consequential because of Facebook’s status as the “central bank of social capital,” and the 
deprivation of social capital and social interaction is similar to the harms of imprisonment [70]. 

In recent years, due to the increasing scale and severity of toxicity in forms such as 
harassment [40], hate speech [11], and online bullying [73], more societal and scholarly 
attention has been paid to moderation. The slow recognition of the significance of moderation 
could be attributed to several causes. For example, moderation has been primarily an 
afterthought, as rapidly growing online platforms like Facebook have not considered 
moderation as one of their primary tasks from the very beginning [28]. In addition, in the U.S., 
platforms enjoy the immunity to moderate user-generated content under Section 230, a 
legislation piece signed into law in 1996. This status of immunity has received increasing 
scrutiny in recent years as people questioning the boundary between moderation and 
censorship, the essence of free speech, and the suitability of Section 230 for modern-day 
platforms [13,29]. Therefore, platforms have started to make or announce significant moves 
towards disciplining their users, so as to render their content compliant with societally accepted 
standards. For example, the Facebook CEO proposed to use AI to develop more efficient and 
accurate moderation techniques [84]. However, these moves are best seen as exploratory efforts, 
given the scale of controversies many moderation decisions have incurred [28,42,65]. Platforms 
themselves do not yet have an ideal approach to moderation. Specifically, the disciplinary 
actions that platforms have taken against their toxic users are confined to variations of 
punishment, such as content removal and account suspension. 

In sum, there is a need to understand how platform users experience punishment as a 
disciplinary act. We invoke Foucault’s notion of discipline because it aligns with what modern 
platforms ostensibly seek to achieve through their moderation apparatuses, to transform their 
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users into docile bodies who stay compliant with platform rules. Then, we seek to examine the 
disciplinary effect of PB in LoL players’ subjective experiences, to articulate whether and how 
discipline happens through PB. 

2.2 Moderation of Online Games 

Social media platforms have been a research focus in moderation research, but video games 
have not received much attention [41]. On the one hand, many findings from social media 
moderation research are translatable to the study of video game moderation. For instance, the 
sociotechnical mechanisms in social media moderation, such as manual content moderation [15] 
and automated content moderation [38], could find resemblances in specific human-machine 
configurations in online game moderation. Recent research has paid much attention to 
moderators’ labor, learning, and experience in the systems [17,41,81,82], as well as the 
emotional challenges they have encountered when reviewing flagged content [17,42,58,64,81]. 
Human moderators’ struggles and practices are echoed by a few game moderation instances 
involving human participation [19,48,57]. In addition, a nascent body of literature has 
investigated how users experience punishments. Gerrard analyzed how users developed better 
understandings of pro-eating disorder content moderation and devised circumvention strategies 
[27]. Jhaver et al. showed how providing explanations about content removal on Reddit could 
help punished users to learn norms [39]. Video games also punish their players in various ways 
such as chat restriction and account suspension. 

On the other hand, several characteristics distinguish moderation of online games from that 
of social media platforms. First, social media platforms are public venues with low barriers to 
entry. People could easily create a “throwaway” account [52], or develop a bot to post social 
media messages [74]. Social media are designed in this way to attract and engage a massive user 
population. In comparison, online games are a “synthetic world” [9] with specific sets of norms 
and expectations, which present unique barriers to entry. Regarding this, Christopher Paul 
coined the term “toxic meritocracy” to describe how online game cultures, facilitated by game 
design and practiced by gamers, tend to celebrate merit and put extreme focus on skill, 
achievement, and hard work [61]. Such cultural orientation predisposes players to a narrow set 
of meritocratic values and marginalizes other meaningful ones such as empathy and 
collaboration. 

Second, today’s social media platforms are becoming homogeneous in terms of functions, 
features, and user experience [59], and it has become common to read stories about users 
migrating from one platform to another1. But video games tend to offer a more or less unique 
experience, which could not be easily replicated by its competitors. Consequently, many players 
came back even after multi-year real person bans23. 

Third, many moderation decisions on social media platforms are inherently controversial, 
and could easily become high-profile and capture public concern and sensation; and platform 
owners are forced to respond, and in some cases, rescind the decisions [28]. In comparison, 
online game companies have enjoyed a high degree of dominance over in platform governance, 

 
1 https://www.fastcompany.com/90358305/six-months-after-tumblrs-nsfw-ban-these-kink-communities-are-coming-out-
on-top  
2 https://blogoflegends.com/2020/07/23/league-of-legends-riot-iwilldominate-ban/  
3 https://www.riftherald.com/culture/2018/1/4/16850598/tyler1-unbanned-lol-reformed 
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with little interruption from outside the gaming world, so much so that game moderations could 
be largely analyzed along the lines of player norms and platform policies.  

Game companies rely primarily upon platform policies such as End User License Agreements 
(EULAs), Terms of Service (TOS), and community code of conduct to govern player behavior in 
a top-down fashion, may or not involving the minimal participation of players [19,34,48]. 
Platform policies are legal means for game developers to protect their own commercial interests 
[1,76]. Platform policies grant game developers the right to punish players, since the players 
must have already “accepted” the rules before playing the games. To punish players, platform 
rules usually include a constitutive component that is the classification of toxic behaviors. In so 
doing, game developers could cite these rules to issue forms of punishments they deem 
necessary to discipline their player community.  

However, platform policies are usually static and only occasionally updated, resulting in 
conflicts between platform definitions and what players believe constitute disruptive behavior. 
For instance, platforms face challenges clearly defining whether the behavior of exploiting a bug 
as cheating or not [35]. In addition, classification systems by nature are a reductive approach to 
complex social phenomena [5], and could have negative consequences such as misrepresenting 
or marginalizing certain behaviors [4]. 

Player experiences could rarely be prescribed by platform rules. Players’ evolving gameplay 
and understandings of behavioral standards are dynamic and evolving [75]. Thus, it is important 
to explore how players themselves make sense of and respond to permanent bans, as a way to 
reflect upon game developers’ existing moderation practices. 

3 BACKGROUND 

League of Legends, developed by Riot Games at Santa Monica, California, USA, is one of the 
largest online games today. Its game genre is multiplayer online battle arena (MOBA), featuring 
a highly competitive gaming culture. LoL is a match-based game. In its most popular gameplay 
mode, each match takes between two teams of five players who do not know each other. Players 
are expected to work together and resolve potential conflicts through fast-paced collaboration. 
Figure 1 is a screenshot of the beginning of a match. LoL players frequently experience immense 
frustration and anxiety [47], and are notorious for their toxic behaviors such as racial slur, 
harassment, and personal attacks [50,72].  

To deal with toxicity, Riot Games (Riot for short) has dedicated much effort into innovating 
behavioral systems. They actively promote sportsmanship through an honor system, pre-match 
messages, etc. [8]. They also maintained a participatory moderation system between 2011 and 
2014 [54], as well as an automated moderation system thereafter [48,60]. The automated 
moderation system allows every player to “flag” others before or after a match, if they have 
exhibited toxicity of any form. Then the moderation system makes decisions about whether the 
reported behavior is toxic, and issues punishments accordingly. The punishments will escalate 
on an account based on the times of offenses [36]: 10 game chat restriction, 25 game chat 
restriction, two week suspension, and permanent suspension (or permanent ban).  

Players who receive permanent bans usually receive an accompanying email containing their 
chat logs deemed toxic by the system. Riot does not provide official explanations about whether 
human labor is involved in the issuance of punishments. Nor has Riot released technical details 
about the system’s automated decision-making process. 

Riot does make several statements about permanent ban, or what we consider as Riot’s 
discourse. Its TOS [62] writes: 



Punishment and Its Discontents  334:7 
 

PACM on Human-Computer Interaction, Vol. 5, No. CSCW2, Article 334, Publication date: October 2021. 

7. USER RULES 7.1. Can I troll, flame, threaten or harass people while using the Riot Services? 
(No. If you do, we might take action such as banning your account.) 

Its support page [63] further explains: 

The reality is that the behavior displayed was so negative or disruptive that it breached the 
Summoner's Code or Terms of Use. Such behavior can be severe enough to bypass all other 
warnings and result in the immediate banning of your account. 

Riot’s discourse follows the basic logic of retributive justice, that a player receives PB as their 
punishment, and PB is deemed to be commensurate with the severity of the player’s toxicity. 
Thus, the Riot discourse sees punishment as retribution (for toxic behavior). 

 

Figure 1. Screenshot of a 5v5 match in League of Legends. 

4 METHODS 

In August 2020, the research team, composed of experienced LOL players, collected player 
discussions from the ‘/r/leagueoflegends’ subreddit, one of the largest forums for LoL. Riot also 
uses the subreddit for occasional communication with the player community [53]. Our use of 
subreddit for discourse analysis aligns with previous HCI research [41,51]. Particularly, 
researchers have shown how online forums as a proxy for a game community could offer “a 
window onto underlying cultural logics and anxieties” [66]. 

We started by using the forum’s search function to locate relevant discussion threads. Our 
initial keyword set was {permanent ban, permanent suspension, permanent account 
suspension}. But as we kept reading discussion threads and expanding the keyword set, our 
final keyword set included {permanent ban, permanent suspension, permanent account 
suspension, perma banned, perma’d, perm, perma ban, Riot ban, ban, punishment, punishment 
system, justice, penalty, and discipline.} For each discussion thread we encountered, we 
determined its relevance by completing an initial read to check whether there was at least a 
complete opinion or idea about PB. If PB was merely mentioned by players as they focused on 
other player experience issues, we deemed the discussion thread. Using this iterative search 
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strategy, we were able to locate 197 relevant threads with 7142 comments. The most commented 
thread had 539 comments, while the least commented thread had none. The size of the dataset is 
compatible with that commonly used in qualitative analysis [7]. 

Our data analysis approach combined thematic analysis  [6] and discourse analysis [26]. And 
two coders were involved in this process. At the beginning, each of them assigned initial codes 
to all the ideas expressed in the dataset. The unit of analysis was usually a post or a comment 
where a player fully articulated their idea in terms of their arguments, reasoning processes, and 
evidence. At this stage, we used the big “D” discourse tool [26], to look beyond language and 
pay attention to the interlinks between language and people’s beliefs, actions, interactions, 
values, and their social and institutional environment. For example, if a player expressed their 
criticism of permanent ban, we did not stop at assigning the piece of data as criticism. Instead, 
we looked for the justifications the player provided for their criticism, as well as the values 
players expressed through their language use. In doing so, we could locate the dispositions that 
players hold as they evaluate punitive systems. In addition, we could start to identify the 
discursive repertoire players commonly draw from the construct their speech acts. Here 
discursive repertoire consists of all the available discursive resources that players could use to 
build logics in their speech, such as their own experiences, community norms, practices, values, 
platform rules, and data published by Riot. This step allowed us to calculate the interobserver 
agreement (72.9%), which is considered good and nearly excellent [78]. After this step, we 
started to refine the initial list of ideas by comparing the similarities and differences between 
ideas. Through an iterative process, we combined similar ideas until we reached a satisfactory 
conceptual map, consisting of five player discourses. 

We consider ethical implications of using available online data in this study. First, the 
university IRB approval was obtained prior to this study. In the IRB proposal, we discussed how 
our use of this online data would introduce little to minimal risk to LoL players, as the online 
data do not contain sensitive or personally identifiable information. Thus, we do not anticipate 
that any possible forms of harm to any LoL players. In addition, we believe the data could help 
provide unique insights into community moderation, which could be highly valuable for online 
platforms today. Second, given that the subreddit is open to the public, we sought to reduce the 
data’s searchability by rewording them. 

5 FINDINGS 

Our analysis of permanent ban surfaced five distinct discourses. Next, we will describe each 
discourse, the discursive resources they draw from, and representative utterances.  

5.1 Punishment as Retribution 

This player discourse sees punishment as retribution for a toxic act. It aligns directly with the 
Riot discourse and ideas of retributive justice. One player wrote: 

Riot is not a therapist. Their job is to enforce rules against the expectations they demand of 
their community… It is players’ responsibility to handle their own frustration without abusing 
others. For example, if you come into my coffee shop and act aggressively against other 
customers, I’m allowed to blacklist you. The same is true for the game… You have to behave 
yourself or accept the consequences. 

This utterance draws parallels between the issuance of permanent ban (PB) and a real-world 
legal scenario, underscoring how the discourse borrows basic ideas from the Riot discourse and 
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thus the real-world legal system. According to this discourse, a player is expected to be self-
contained and responsible for their deeds. PB is framed as a just response to an individual’s 
toxic behavior, no more, no less. This discourse further legitimizes the losses PB incurs. 
Interestingly, the utterance does not just affirm Riot’s authority in rule enforcement. By stating 
what Riot is not, it also intends to clear Riot of other responsibilities or possible improvements. 
Another player noted: 

Permanent ban makes sense because it makes people lose something for their wrong doings. 
The players lose all the champions, as well as the money they have spent on the accounts. 
Temporary bans won’t work because people don’t worry about losing anything. Permanent ban 
means they have to do all the grinding work again. 

The utterance further explores the implications of PB on a banned player, in terms of losing 
access to game content including champions as well as cosmetic effects that players have 
already paid for. Such deprivation of privileges is believed to induce fear into players. Thus, PB 
also functions as a preventive mechanism in community moderation. The utterance 
acknowledges and justifies Riot’s absolute jurisdiction over its game. 

5.2 Punishment as Community Purification 

The community purification discourse presumes punishment as retribution, like the first 
discourse. Additionally, it suggests a clear distinction between normal and toxic players. PB 
only targets the small set of malicious, irredeemable actors, and functions to purify the 
community. For instance, a player wrote: 

Most people won’t get permanent bans. Permanent bans are for players who ruin the game for 
the rest of the players. Those people are extremely toxic and want to abuse others at the very 
beginning of a match. 

The utterance above constructs a distinction between the “good” majority and the toxic few. 
Banned players are stigmatized as having problems inside their minds that are beyond fix. This 
is why banned players are either “extremely toxic,” or have a toxic nature. Their toxic behaviors 
just take place naturally without external triggers. In a similar vein, another player wrote that 
“permanent bans are so rare that one has to be a special jackass to get one.” A third player wrote 
that “Riot bans you because of your personality.” 

To further construct the difference between the normal and the permanently banned, this 
discourse also draws from a set of discursive resources that have been created by players or 
Riot. Here is an example: 

Riot said those who were permanently banned were among the 0.06% most toxic players. They 
don’t randomly ban people. Riot once gave banned players a chance to reform, but they 
reoffended again. Permanent bans exist for people who deserve it. 

The above utterance ascribes absolute authority to Riot over the adjudication of behavioral 
toxicity. From there, it cites two discursive resources to back up the claim. First, the percentage 
supplied by Riot creates the impression that banned players are neither many nor normal. They 
have a toxic nature, and they are the one bad apple that spoils the whole barrel. Second, the 
one-time reinstatement by Riot towards banned players further legitimizes Riot as a benevolent 
and reasonable authority that does have attempted to help banned players. 

Because banned players are deemed to have a corrupt nature, they are beyond redemption 
and must be exiled from the community. A relevant quote is: 
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A permanent ban is not to reform you. A permanent ban means Riot doesn’t want you in their 
game. They don’t want your money or friends, because you are scum the whole time. 

To reform is to assume that players are delinquents that could be corrected or reformed. But 
PB means Riot has determined the player’s irredeemable nature. PB is justified as the only 
appropriate means to deal with such players. 

But this community purification discourse is complicated by some banned players. One 
player wrote: 

I have improved my behavior greatly in the past few years. I have been permanently banned 
twice. But I have been clean for several months now. 

PB only applies to a player account, not the player who owns the account. Thus, the player 
in the above quote was able to create a new account to play the game. The above quote 
confirmed the community purification discourse in the sense that PB did eliminate a toxic 
account. But since the player came back, they were not really exiled from the community. But 
the player’s quote claimed that their nature was purified: “Clean” is a word that many LoL 
players use to describe the reformed behavioral disposition of themselves, in a similar way used 
by a former criminal or a drug addict. As such, PB is viewed to have purified their minds by 
removing their contaminated parts. 

5.3 Punishment as Platform Economy 

The platform economy discourse stresses the game first and foremost as a commercial platform 
instead of a disciplinary place. As such, PB is positioned in terms of whether and how it benefits 
the profitability of LoL. The platform economy discourse is not focused on the legitimacy of PB, 
but the economic calculations behind it. Therefore, players who invoke this discourse could 
have different opinions towards PB. For example, a player reflected: 

Riot loses a customer every time they ban someone. Therefore, this is the last measure they’d 
take. 

The above utterance suggests a clear causal relationship, where a PB leads to the loss of a 
customer. Thus, PB is a poor business decision in terms of profits, and the last resort that Riot 
would turn to. While this utterances frames PB at the individual transaction level, other players 
consider PB’s broader economic impact. Another player wrote: 

Let’s think of money-making and Riot’s player base. Toxic behaviors could scare some potential 
customers off. This is not good for Riot. One bad player could ruin nine players’ game at once, 
and cause them to quit the game. Permanent ban reduces toxicity. If the banned players create 
new accounts, they will likely spend money again in game, which still serves Riot’s interest. 

The player considered PB as a profitable measurement by Riot in terms of player engagement 
and retention. PB is framed as a way to protect the rest players’ experiences and thus desirable. 
In this narrative, the underlining assumption is that player accounts, not players themselves, are 
associated with toxic behaviors. Therefore, the overall toxicity decreases if bad accounts are 
removed. Banned players can come back with a clean slate. 

Yet not all players believe that a new account equates a reformed player. They are only sure 
about one thing, that is the economic benefit Riot can reap from a new account. A player wrote: 
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They permanently ban you if you are excessively toxic. But they will never ban your IP address 
or email address. Because if you cannot make a new account, they lose money. This is not good 
for the company. 

The utterance acknowledges that it is a disciplinary decision to issue a PB, but it is a business 
decision to allow banned players to create new accounts, regardless of the players’ toxicity. 
Thus, the utterance draws from two distinct set of discursive resources: Both discipline and 
profit. 

The values of discipline and profit could be at odds and lead player conversations into a 
cynical direction. Here is an excerpt: 

Riot should punish toxic players more. For example, they should be permanently banned after 
three strikes max. But Riot is a company and companies only want to make money. They just 
implement a chat filter, which is easy and cheap. They won’t hire human reviewers because it’s 
expensive. Riot’s stance on toxic behaviors is nowhere near noble. They want you to think they 
do, but in fact they do nothing. 

This utterance states that Riot’s punitive system is ineffective in punishing toxic players, and 
inaccurate in detecting toxic behaviors. The suboptimal performance is motivated by economic 
reasons. Consequently, the current way of PB is insufficient and indecisive, reflecting Riot’s 
inaction on the issue of toxic behavior. In a seemingly cynical conclusion, the player 
deconstructs the disciplinary system of Riot entirely, and criticizes it as being pretentious. 

5.4 Punishment as Recirculation 

The recirculation discourse disregards the disciplinary purpose of PB, and stresses PB’s effect as 
the recirculation of toxicity. The assumption of this discourse is that banned players do not 
simply go away and are more likely to create new accounts and remain toxic. Consequently, 
toxicity is not eliminated, but simply reproduced and redistributed across the community. For 
instance, a player wrote: 

Reporting abusive behaviors is somewhat meaningless despite what Riot says. If a player is 
banned, they could simply buy a new account for a small price and come back. Nothing stops 
the player from being toxic again. Money spent on an account is not really a major concern for 
many players. 

The player cast doubt over the effect of Riot’s moderation system, as well as Riot’s discourse. 
As there is no public information about the number of banned players rejoining the game, the 
player was speculating about the general behavioral pattern for permanently banned players. In 
a way, uncertainty like the lack of necessary information is a discursive resource that players 
often utilize to make a point about the punitive system. Another player commented: 

If permanent ban eliminates toxicity, why are we still experiencing it at a much greater scale? 
The truth is the justice system is broken… it issues unfair permanent bans, while ignores much 
worse toxicity. 

Thus, the recirculation discourse tends to argue that PB has a cascading effect on toxicity: it 
redistributes toxic players. Here is a relevant quote: 

If a player receives a permanent ban, it not always prevents the player from playing the game. 
I just had a game in Gold where we lost to a smurf from Diamond. He said he didn’t want to 
smurf but his main account was banned. We had no chance in the game but had to endure… 
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This means that permanent bans punish other players like me… Are there other ways to allow 
toxic players to keep playing instead of ruining others’ games through smurfing? 

Smurf refers to the act of highly skilled player playing on newly created account, getting 
matched with new players or less skilled players, and ruining the latter’s game experience. 
Smurfing is close to cheating and is considered toxic by many players. The above negative 
experience shared by the player demonstrates the valid side of the recirculation discourse, that 
when PB is applied to accounts, toxic players are not necessarily disciplined. 

The recirculation discourse also criticizes the toxic disposition of people who smurf. A 
relevant quote is: 

Permanent bans don’t eliminate toxicity. Most banned players just buy another account and 
play again. They will be more toxic because it is not their own accounts. The system is not 
working. 

The above utterance stresses the connection between toxic players and their accounts 
playing a role in the former’s behavior, and hints at how such connection is ignored by the logic 
of PB. The above utterance suggests that affinity players could develop to accounts that they 
dedicate much time and effort to, which players do not have for new accounts. Therefore, 
banned players might consider newly bought accounts more disposable and show less care. 
Thus, new accounts are perceived to have a lower cost of committing toxicity. 

5.5 Punishment as Black-Box 

The black-box discourse criticizes the opacity of moderation and punishment. If the former four 
discourses focus on the goal or effect of PB, where the utterances suggest players know what PB 
does, this discourse reflects the unknowable quality of PB, where some players do not think 
they know what PB is. Players engage in this kind of discourse to question the decision-making 
processes behind the punitive system and call for more transparency in Riot’s punitive system. 
Players trace the history of the moderation system to make a case for more transparency. Here 
is a conversation excerpt: 

P1: In the past they just banned you without giving any explanation. Those were really dark 
times. Now they give us the chat logs, which is better… But I think it can still be improved. For 
example, they could highlight chat messages that the system thinks were offensive. 
P2: Sounds great. But players might have more to complain to the support team. We know that 
Riot support never unbans anyone and will just encourage them to be more careful in game. 

The two players in the above conversation have enumerated instances where punishments 
could be opaque, and sometimes unfair. Meanwhile, limited restorative effort is offered. The 
opacity could undermine the legitimacy of moderation. For instance, here is a conversation 
excerpt: 

P1: I was banned, and I admit that I said bad things. But every game I came across players who 
were way more toxic. 
P2: Riot is inconsistent with their bans. It’s very frustrating that they don’t allow much insight 
into their practices. People troll on purpose could get away, as long as they don’t type. 

The above conversation between P1 and P2 points to contradictions in players’ moderation 
experiences. As those contradictions remain unresolved, players develop distrust in Riot’s 
moderation system. 
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6 DISCUSSION 

The discursive field of punishment contains diverse and sometimes competing player 
discourses. A player discourse encapsulates a particular group of dispositions and beliefs that 
players employ to interpret their personal experiences with PB. In the sustainment and 
construction of these discourses, players draw from a variety of discursive resources, such as 
Riot’s official explanations and announcements, their personal experiences, and fellow players’ 
experiences and perceptions.  

Riot, the platform owner, is the most influential and only visible actor in the discursive field: 
two player discourses (a.k.a, retribution and community purification) overlap significantly with 
the Riot discourse, and all the five discourses concern the words or deeds by Riot. However, 
Riot’s discourse does not dominate the field. The emergence of various player discourses is 
partly fueled by the disconnect between players and Riot, with instances such as the removal of 
player participation in its moderation system in 2014 [55] and the halt of its own forum in 2020 
[25]. Player discourses echo such disconnect. For example, the community purification 
discourse consists of player speculations about Riot’s disciplinary intention which does not 
appear anywhere in the Riot discourse. The black-box discourse questions the transparency of 
the punitive system and persists within the community, undermining the retribution discourse 
that claims PB as an effective means to combat extreme toxicity. 

The vibrant and competing player discourses we found point to the diversity of player 
perceptions and experiences with punishments. The idea of paying attention to discursive field 
and discourse is not to assume a unified sentiment towards permanent ban in League of 
Legends, but to examine what is in the empirical data. 

6.1 The Platform Rhetoric of Permanent Ban 

PB represents the severest punishment for a player in LoL, and its ostensible objective is to 
discipline players into well-behaved community members who internalize and display 
sportsmanship. Discipline occurs along subjects’ acceptance of certain knowledge that power 
seeks to impose into the them [22]. In this view, players do accept certain knowledge as truth: 
their discourses seem to firmly associate PB with the social category of “most toxic players.” 
This knowledge matters because it carries a set of assumptions and statements, including 
establishing a distinct social category within the community, legitimizing PB as a form of 
punishment, and associating them together. The “most toxic player” would disrupt others’ 
experiences on purpose and could be not reformed through any means. Thus, they deserve PB. 
In other words, PB does not work precisely to discipline players into well-behaved ones; It 
produces a stereotype of “most toxic player” within the community. The stereotype, in turn, 
justifies the platform’s authority in issuing permanent bans. 

But this does not mean it is successfully implemented and maintained as a disciplinary 
device. Punishment could be effectual through spectacle or surveillance [22]. Either way, public 
knowledge of a punishment matters greatly to its effect. But player discourses are also 
undermining PB’s disciplinary effect to certain degree. First, there is not a clear behavioral 
threshold between PB and other less severe forms of punishment like chat restriction. The 
black-box discourse shows how players could not directly observe the logic behind the 
escalation of punishments but must base their understandings on indirect information such as 
what other players say on the subreddit. Second, PB seeks to exile a player in their entirety, 
assuming that the player is deemed beyond redemption. But the paradox lies in banned players’ 
capacity to create or purchase new accounts and return to the community. Players also question 
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if game companies strive to maximize their profits by dataifying and commodifying 
punishments such as PB, much like the happenings on social media platforms [70]. They cast 
doubt on how Riot balances between managing toxicity and profiting through player 
engagement and retention, and, ultimately, the legitimacy and impartiality of Riot’s moderation 
system. 

High-profile PBs such as the Trump account suspension [14] are public rituals and have a 
rhetorical impact on the global discourse of free speech, legality, and corporate power which is 
beyond the conventional concerns of moderation. PB against an ordinary platform user, 
however, is largely invisible to public knowledge and remains a looming but mythic threat to 
individual users. It is not always predictable and almost never reversable. 

Even when the platform claims to govern through punishments as severe as PB, players’ 
various discourses challenge PB’s status as the ultimate punishment, and thus render PB as 
platform rhetoric, a construct in the discursive repertoire that is simultaneously known and 
unknowable, powerful and ineffectual. Players’ various discourses reflect PB’s sometimes 
contradictory images within the community. 

Discipline still happens, but for a different purpose. As the neoliberal economy disciplines 
people as individuals who must care for their selves [23], gamers are disciplined into individuals 
who freely make decisions about how to maximize pleasure from what games [32,33]. To 
understand the moderation system’s disciplinary role, we must look beyond it and examine the 
orchestration of networked systems and practices that work together to structure player 
experience. It is true that the moderation system presents varied punishments as a threat. 
However, players already have created pathways not governed by the moderation system, such 
as creating/purchasing new accounts or devising toxic behaviors undetectable by moderation 
systems [44]. In addition, toxic meritocracy [61] disciplines players to accept values such as 
competition and achievement and to push aside other social and ethical values. In the toxic 
meritocracy of LoL, disciplined players engage with the ranking and matchmaking systems [47], 
keep playing and pursue higher ranks. Performance tracking systems turn players’ attention to 
statistics that represent their game mechanics and knowledge [45]. In this environment, even if 
players are expected to perform sportsmanship, cooperating with teammates while respecting 
opponents, these expectations are largely secondary to the competitive ethos in LoL. Thus, some 
players would tolerate toxic but highly skilled teammates [46]. As such, players are still 
disciplined, but not into well-behaved community members. If the intended goal of moderation 
is to safeguard the community and manage toxicity, punishments in LoL have deviated from it. 

We may expect a moderation system to engage players in pondering whether their actions 
adhere to certain behavioral standards. As rational agent of their own, the neoliberal player may 
question the legitimacy of the moderation system and only view it as a potential threat. To 
them, all punishments incur certain cost, and PB is associated with highest cost in terms of 
money and time to level up an account, nothing more, nothing less. Some players may view 
punishment as a calculated risk. They may develop knowledge about what kinds of toxicity the 
moderation system would or would not act upon [44], as well as routines to cope with PBs. As 
such, punishment may not simply reduce toxicity. It instead transforms toxicity into something 
crafty and skilled. 

6.2 The Punitive Logic of Moderation and The Three Interlocking Elements of 
Toxicity (Behavior, Account, and Player) 
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Our findings and former discussion have pointed to the “wicked” side of the retributive justice 
rationale behind LoL’s moderation system. The underlying assumption of the punitive logic 
produces a stereotype of toxic player, assuming a particular group of players, who are toxic 
players, create toxic accounts, and commit toxic behaviors. The assumption implies that they 
can reduce community toxicity as long as they could efficiently target and kick out those toxic 
players. The Riot discourse and retribution discourse reflect this conception. Such conception of 
toxicity has several ramifications. First, players feel that the moderation system fails to account 
for all types of toxic behaviors. In turn, they lose trust in the system. Second, players could not 
see the efficiency and performance of the moderation system but keep encountering toxic 
behaviors. In turn, they are more inclined to see the system as ineffective. Third, punished 
players are not satisfied with their experiences but cannot appeal. In turn, they create new 
accounts and remain toxic. 

Reflecting upon the limits of retributive justice, HCI and CSCW researchers have turned to 
restorative justice [2,69] as an alternative lens to examine toxicity and moderation. Restorative 
justice refers to “the repair of justice through reaffirming a shared value-consensus in a bilateral 
process” [80]. For example, a mediation process could be arranged where the offender 
acknowledges wrongdoing, take responsibility, and express an apology. Most relevant to this 
study is the restorative lens could reframe toxicity and offender in LoL. Asad’s comparison 
between the retributive and restorative lenses [2] is revealing in our findings: While the 
retributive lens defines offence in technical, legal terms, the restorative lens seeks to 
contextualize the offence, morally, socially, economically, and politically. In other words, the 
simplistic view of toxicity as intentionally malicious act is limiting. Existing literature suggests 
that toxic behavior is a prevalent phenomenon, could be contagious [12], and could occur on a 
“normal” player under immense frustration [44,77]. Our findings showed that all four discourses 
(except the retribution one) challenge this simplistic notion of toxicity to certain extent. The 
community purification discourse overlaps with the retribution discourse, but starts to see the 
line between toxic accounts and toxic players, on which the retribution discourse is not explicit. 
The platform economy one seeks to differentiate between toxic accounts and toxic players. The 
recirculation one extracts the idea of toxicity from concrete accounts or players. The black-box 
one directly questions the legitimacy of targeting toxic accounts. 

From the restorative lens, to contextualize toxicity is to acknowledge three interlocking 
elements to approach toxicity: behavior, account, and player. A moderation system could be 
designed to eliminate toxic behavior, the account that exhibits toxicity, or the person behind the 
account. These goals are not mutually exclusive: A platform-wide message urging players to 
perform sportsmanship seeks to achieve the first goal without targeting any specific account. 
Punishments like PB applies penalty to a specific account, but players are free to create new 
accounts. Only in high-profile cases does Riot decide to ban the person behind the account 
permanently [63].  

By unpacking toxicity along these three elements, we could analyze where the existing 
punitive logic breaks down. Riot claims that their punitive system targets only the most toxic 
players, presumably those who have high toxicity or frequent toxic behavior. However, in the 
actual execution, the punitive system only targets accounts that exhibit toxicity. Unsurprisingly, 
this leads to tensions between most of the player discourses and the Riot discourse. Table 1 
summarizes these tensions. 

Table 1. Tensions between Player Discourses and the Riot Discourse. 
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Discourses Tensions 
Retribution N/A (Player discourse aligns with Riot discourse) 
Community 
Purification 

Whether PB eliminates toxic accounts or toxic players 

Platform 
Economy 

Whether Riot seeks to retain toxic players  

Recirculation What toxic players do next 
Black-Box How and why the system makes permanent ban decisions 

 
Consequently, the retributive logic fails to capture the nuances of toxicity at different levels. 

First, by only targeting the accounts that have exhibited frequent toxic behaviors, the punitive 
system fails to account for the everyday toxic behavior by a “good” account that often erupts 
out of intense negative emotions [44]. Thus, the platform economy, recirculation, and black-box 
discourse would question the effectiveness of PB. Second, by only inflicting penalties on toxic 
accounts, the punitive system fails to account for the harm by toxic behaviors. Third, by only 
targeting toxic accounts, the punitive system fails to account for the players behind those 
accounts who are still toxic and keep returning to the community, as the recirculation discourse 
pointed out.  

A restorative logic would consider all these three elements in a consistent framing. A 
productive approach is to consider ways to mitigate the tensions between the player and 
platform discourses. Given the dominant role of platform in the discursive field of moderation, 
the reconciliation between victim and offender is predicated first and foremost on the 
reconciliation between the user community and the platform. For example, the tension inherent 
in the community purification discourse rests on the simplistic assumption of toxicity, and 
could be resolved through community conversations. The recirculation and black-box discourse 
prevail due to the opacity of moderation design. These all point to the potentials of social and 
technical processes. 

6.3 Implication for Design 

Our findings point to the limits of the punitive logic behind LoL’s current moderation system 
and indicate new possibilities for moderation design towards a more restorative approach. A 
restorative approach champions healing, reconciliation, and reparation [2]. To heal the wounds 
of victims, moderation design should consider several factors. First, moderation design needs to 
consider transparency as a mechanism to support toxic players. Previous research has 
demonstrated the helpfulness of transparency mechanism such as explanation associated with 
content removal in Reddit [39], our analysis of the black-box discourse also highlights how the 
lack of transparency could fuel criticism and distrust from players. Thus, it is important for 
platforms to put serious consideration to the transparency of their moderation systems. For 
example, they could provide more statistics about the ban rate, reform rate, and retention rate of 
banned players, as well as rationales behind moderation decisions. They should also be more 
transparent about whether and how players’ reports impact the issuance of punishments. 
Admittedly, transparency efforts would demand more resources and investments from 
platforms. But the concern for cost should not be the only priority. 

Second, moderation design should emphasize communication between victim and the 
platform. This is partially why the discursive field contains diverse and contradictory 
discourses. It appears that Riot is not seeking to communicate with its community. Its decision 



Punishment and Its Discontents  334:17 
 

PACM on Human-Computer Interaction, Vol. 5, No. CSCW2, Article 334, Publication date: October 2021. 

to close its own forum (a.k.a, the boards) in March 2020 [25] also indicates the ignorance of the 
social and communicative aspect of the game. Thus, we call for more attention to building direct 
communication channels between platforms and their users. 

Third, moderation design should rethink a restorative mechanism for victims. Schoenebeck 
et al.’s survey study [69] reviewed that victims of online harassment generally value traditional 
actions such as content removal and account suspension, but also attached importance to 
alternative approaches such as apology, payment, and offender list. Most importantly, they 
rejected the one-size-fits-all approach that may support some users at the expense of others. 
The key idea is to acknowledge the contextuality of toxicity and victim experience. Permanent 
bans are post-hoc acts that do not compensate for players whose games are already ruined, yet 
do not know if their reports have effects. Restorative mechanisms could be leveraged here to 
show care for those people who have experienced toxicity, in order to restore their trust in the 
platform. We already suggested in the above paragraph that transparency mechanisms allow 
people to feel their reports are effective. In addition, platforms could compensate for 
experiences of toxicity, if convicted. For example, video games could provide those people in-
game gifts. 

Our work points to the need to consider more participatory form of platform governance 
[18,68,71]. Our study showed how the player community and Riot are starkly different in terms 
of their perception of governance. As governance based on platform rules often fails to 
acknowledge the shifting community norms and dynamics [75], it would be helpful if platforms 
encourage participatory forms of governance, empowering user voices. For example, Wikipedia 
relies on editors for self-governance [20]. Previously LoL also encourages players to review and 
adjudicate on cases of reported players [49]. 

Lastly, our study also showed how punished players and particularly banned players are 
usually stigmatized and under-supported. They are on their own to navigate their permanent 
bans. Oftentimes they come to the subreddit, our study site, for suggestions from the 
community. If platforms want to retain banned players by allowing new accounts from them, 
then platforms should consider how to support behavioral reform on these players. For example, 
social venues could be designed where banned players could learn more about behavioral 
standards and what to do next. 

6.4 Implication for Research 

Our work points to several research directions in the future. First, while HCI and CSCW have 
seen much moderation research (e.g., [17,18,38]) in recent years, research on punishment 
experience is still scarce. More empirical research and conceptualization efforts should be 
carried out to reflect upon the punitive logic behind many moderation approaches and what are 
the restorative approaches to reconstitute the relationship between platforms and banned users. 

Second, different from commonly studied platforms like Facebook and Twitter, our study 
site, an online game community, offers unique advantages in ruling out several confounding 
factors such as low barrier of entry and media attention. As such, our conclusions about 
punishment experience in LoL could yield translatable insights for studying that on other, social 
media platforms. For example, if a relatively closed community like LoL already has competing 
discourses about PB, how would Facebook users consider or even theorize about Facebook’s 
punitive system? While certain discourses like retribution, platform economy, and black-box 
easily grow out of similar characteristics on social media platforms such as punitive system, 
surveillance capitalism, and moderation opacity, community purification and circulation 
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discourses may not when social media platforms employ real-person bans. All these point to 
more needs to investigate punishment experiences on other platforms, as well as cross-platform 
analysis for a fuller picture.  

Third, our work is focused on permanent ban. We have briefly covered other forms of 
punishment such as warning and chat restriction. However, we did not discuss how these forms 
of punishment interrelate in player experience as well as how players experience the escalation 
of punishment. Future work could consider various forms of punishment as a whole. Survey 
study like [69] could be designed to surface users’ preferences for punitive categories and 
alternative approaches such as apology and public offender list. 

Fourth, our work is limited in analyzing only player discussion from a subreddit, which 
might skew the conclusions we have arrived at. Moving forward, other research methods such 
as interview and survey could be utilized to triangulate with online data. 

7 CONCLUSION 

In this paper, we examined discourses related to permanent ban in the League of Legends 
community. We analyzed permanent ban’s rhetorical properties and disciplinary effect. Players’ 
varied perceptions of punishment suggested that the existence of permanent ban was premised 
on a dated assumption that sees toxic behavior, account, and player as unified. This dated 
assumption leads to a false assumption that by eliminating toxic accounts, platforms could 
eliminate toxicity in their communities. This dated approach is further complicated by the 
market economy where platforms seek to retain their users. To manage toxicity, platforms 
should renew their understandings of toxicity and moderation. 
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